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Before starting

e Please take this survey before the end of this week.

FIS - Part |

Given that most of you come from different backgrounds, | would like fo a:
understanding of machine learing and understand what are your motivatio

BEOHEME, ERE{BFETHEATTZN

This questionaire is anonymous

What is your main goal in taking this class?
Please check one or two boxes.

1 | know nothing about machine learning, so | just need an introduction

[ | know & few machine leaming algorithms, but | would like to have a be
understanding

[ | know a few machine leaming algorithms, but | would like to leam abot

[ | would like to understand how to use machine leaming algorithms for &
{for instance, vision, bicinformatics etc..)

For all the concepts below, please give an assessment of your undersg
P means probability, S for statistics, O optimization and L linear algebra

1-Never 2-Heard 3-Usedit,
heard aboutit  but forgot

4-1k
P -Probability Space
€
C
€

P - Expectation

QIO D
QIO D

P - Jensen Inequality

oo el 0

P - Markov Inequality

e Here are a few books which you can check beyond the slides.

o Elements of Statistical Learning, Hastie Tibshirani Friedman
o Pattern Recognition, Theodoridis Koutroumbras
o Pattern Recognition & Machine Learning, Bishop

e You can also check Andrew Ng's video lectures (Stanford)
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https://spreadsheets0.google.com/viewform?hl=en_GB&hl=en_GB&formkey=dFRFbUw4dG1BNkN6MHJHbzRGMDF6dVE6MQ#gid=0
http://www-stat.stanford.edu/~tibs/ElemStatLearn
http://books.google.com/books?id=ntJQNQAACAAJ\&dq=pattern%20recognition%20theodoridis\&source=gbs_similarbooks
http://research.microsoft.com/en-us/um/people/cmbishop/prml/
http://www.youtube.com/results?search_query=machine+learning+stanford+%22machine+learning%22\&as=1\&and_queries=machine+learning+stanford\&exact_query=machine+learning

Fundamentals in Regression

e Can be studied from different viewpoints: statistical, linear algebra, Al... etc..

e Linear regression is currently revived by different ideas in sparsity

o Lasso (1996—)
o SVM for regression (1996—)
o Compressed Sensing (2002—)
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One of the most standard data analysis tasks: Regression

Data: many observations of the same data type

e \We have a database {x1, -+ ,xn}.
_5171,3'_
e Each datapoint x; can be encoded as a vector of features x; = x27
ZEd’j

e Each feature z; ; of a given point x; 1 <7 < d is a number.

This database can be seen as a RN matrix

11 d12 -+ X1I.N
r21 X222 - T2 N

1 N
{x7,- ,xV} = r31 32 *** I3 N
| Ld,1 Ld2 - Ld,N |
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Examples

l Income
- Age

Credit card holder x; = Work history (months)
2 Family
# Credit Incidents

height
| weight
‘%) Patient x; = # minutes exercise/week
LDL cholesterol
I HDL cholesterol |

avg. pages view/month
# posts

avg. # comments/month
revenue from ads/month |
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Within such variables...

e Some variables are very cheap to measure, others very expensive

e Some variables might have a strong influence on other variables

e In the regression setting, the d variables are split between...

o k regressor (or predictor) variables
o d — k response (or predicted) variables

...to highlight such a difference or guess expensive variables from cheap ones.
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The Regression Problem

e Given,
11 X12 " T1,N
21 X22 -T2 N
o A database {xi, - ,xy} <= X = |z31 32 ---T3N
| Ld,1 Xd,2 " Ld,N |
o A set of k regressors variables Reg C {1,--- ,d}
o A set of d — k response variable Res C {1,--- ,d}

e Regression = build a function f : R¥ — R%¥ such that,

VX, f((il?i)ieReg) R (Tk)keRes-

e c.g. ifd=06,k =14, Reg={1,2,3,4}, Res= {5,6} we look for a function
f:R* — R?

f(wla L2y L3y 334) ~ (3359 w6)
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Examples continued

r Income

l . Age
Credit card holder x; = Work history (months)

2 Family

# Credit Incidents

height
weight
& | e
(%) Patient Xj = # minutes exercise/week
LDL cholesterol
] HDL cholesterol |

avg. pages view/month
# posts

avg. # comments/month
revenue from ads/month |
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Examples continued

l Income
- Age

Credit card holder x; = Work history (months)

'%; Family
| # Credit Incidents |
| height ]
weight
%) Patient x; = # minutes exercise/week
LDL cholesterol
] HDL cholesterol ]

avg. pages view/month
# posts

avg. # comments/month
| revenue from ads/month |
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In the following slides...

We only consider tasks with one response variable

e All other variables are regressors.
e We rename the response variable y and reassign x4, --- , x4 for the regressors

e predicting more than one variable? heavier mathematically, but similar.

We assume that y takes continuous values.

e When y takes discrete values, notably binary {0, 1} things change a bit.
e Yet... binary C real : regression techniques “work”™ on discrete data

e but real ¢ binary... we'll discuss that later.
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Today’'s Example: Your apartment

= - >
| REORHES BT > 1,2268+161~180gsmsL 157 Bi~456789 1011121314 » &~
e | R ET | emyET ra~cerey| SRain: Elio) CERNEES|
ER BRE/RE HA2 @H BEFLEREE ERY  EEH o0
& £S5 HERE 4A=(WE) SHEH (EFW)
Bk < -

- A205m 55M 1R '89/09 |
™ BT (824) PKAWAT 5% | 3000m 5AMA(-) 1600m? | (%E22¢F)
™ stEad (380) O #1li(388)

y e Bl I 4 55 M 1K '95/03
' = 305H 8]
. @*ﬁtﬁi]m) ; . “ z;g;gﬂwﬁﬁ&lm 3 50008 #L(EL) 2044m2  (E174)
BRERVESET yRERULEY EmTE =5 '
Bl R/ HE PR ;
CEXER Sl e - 4305m 55/ 1K 95/03 |
£ S EUAEERD | | s o 192 | 20008 BUEL)  2044m? | (SE1THE)
- (87m[| d | BB 5
“_.EI-H;. | |L'-;U —_—
~ Bl R - 4305m 55/ 1K 88/03 |
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#1R(102) ¥ 1K/1DK(778) = E AT AT - 4305m =L 1R , 84/10 |
O I 3% 50001 105M(=) 17.70m?2 | (274)
@ 2LDK(99) © 3K/3DK(22) T .
W 3LDK(78) M 4K/4DK(0) - 4505/ 5AH 1K 94/03 |
R LR B AL/ B EEAT Qo
¥ ALDKLLE(®) = 25 4L 5EM(-) 16.00m2  (%E184F)
BHYRLSORM (1£5) [ G 5 T ) 4 55/ 1K '85/03
0 o1 g . £ .205H 5]
O 1535(63) O 557 LLR(466) ?ﬁﬁ_&;ﬁﬂaﬁﬂmw 22 | L usom 8B (=) 20,002 | (ME274ES
O 75 m(708) O 105 ELK(002) EEE S '
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Collected information about 285 (out of 1226) apartments close to Kyoto U.

Kept 4 variables: Surface, Rent, Age of Building, Walking distance to station.
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What does the matrix look like?

imagecs (H); colorbar;

Age

Surface

Dist

Rent x 1.000

285 columns, 4 lines.

Each column represents one apartment.

In these slides, we will regress the rent using age, surface and distance
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Regression: one variable vs. another

1l

AR

Il]lig

Kyoto University - SML
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Rent vs. Surface

Scatter plot of Rent vs. Surface
14

1

= apartment

12

T

10

T

Rent (x 10.000 JPY)

2 1 1 1 1 1 1 J
10 20 30 40 50 60 70 80

Surface

Note that the dataset has been censored above 85.000 JPY
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Rent vs. Surface

Scatter plot of Rent vs. Surface
14

= apartment
— linear

y=0.13*%+2.4

Rent (x 10.000 JPY)

2 | | | | | | J
10 20 30 40 50 60 70 80

Surface

Using the linear tool in curve fitting, we obtain the approximation y = 0.13x + 2.4
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Rent vs. Surface

Scatter plot of Rent vs. Surface

14
= apartment
y=0.13*+2.4 —— linear L
y = - 0.0033* + 0.35* - 0.71 —— (uadratic
121 v=6.2e-05% - 0.01%" + 059" - 3.1 — cubic
y = 1.4e-06*x* - 0.00016*° + 0.0016*x> + 0.33*x — 1.2 4th degree
y = - 1.8e-07*" + 3.7e-05*" - 0.0028*x + 0.092*x - 1.1*x + 7.1 5th degree

Rent (x 10.000 JPY)

2 1 1 1 1 1 1 J

10 20 30 40 50 60 70 80
Surface

We can use higher order polynomials... yet look at the results.
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Behind the curve tool

e Matlab selects these curves using the least-squares criterion e.g

min » (y; — f(z;))*

where F is a class of functions

e Matlab considers a few function classes. Among them..

N
o Linear min (y; — (b + ala:j))2
b,a1ER 4
71=1
N 2
. . 2
o Quadratic y o Z (yj — (b + a1x; + a2mj))

=1

o Cubic min
b,al,CLQ,CLBER

an

( (b + a1z + aza: + a3w3)>2

J

o etc.

Kyoto University - SML
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How can we solve this? The linear case

e Let's take a look at the function

N
(a,b) = Y (y; — (b+ axy))
j=1
e Using the notations
Rent YV =[y1 w2 --- yn]
Surface X = :azl To - :I:N}
Constant 1y =[1 1 --- 1]

we have that

~(az; +b)* = Y — aX — b1y|?

Mz

J=1

Kyoto University - SML
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Contour plot of (a,b) — ||Y —aX — bl y||?

e Since we only handle 2 parameters, we can make a contour plot

b

norm(H(:,4)-a H(:,2)-b)>

1400

1200

r —11000

- —1800

600

400

0.19

e This validates the equation y = 0.13z + 2.4. How to get there?
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Some linear algebra

e \We define the function L as

e The partial derivatives of L can be computed.

oL al

90 = —2) (y; — (b+ axy)) z;
a =1

oL al

1

.
I

e Any minimum (a*,b*) of L must be a saddle point.

Kyoto University - SML

20



Some linear algebra

e Namely, the partial derivatives of L at (a*,b*) must be zero

oL
%:2 (aZx?erZ:vj —Zyj:r;j)

e Hence (a*,b*) must satisfy the linear system

O:a*Zw?—kb*Z:Cj —Zyj:r;j
O:Nb*—Zijra,*Z:Cj

[ V] B

e ans = 0.132248772789152 2.354203561671262

e Namely,

Kyoto University - SML
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Rent vs. Surface

Scatter plot of Rent vs. Surface

14r
= apartment
y=0.13* + 2.4 linear _
y = - 0.0033* + 0.35* — 0.71 —— quadratic
L y=6.2e-05* - 0.01*x + 0.59*x - 3.1 — cubic
12
y = 1.4e-06*x* - 0.00016*<° + 0.0016*x° + 0.33*x — 1.2 4th degree
y = - 1.86-07*" + 3.7e-05*"* - 0.0028*x> + 0.092*x> - 1.1*x + 7.1 5th degree
10
—_
>_
o
Law]
o
o
o
o
—
X
-
c
©
[ad

1 1 1 1 1 |

30 40 50 60 70 80
Surface

We understood how to get the linear curve. What about the quadratic?
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What about the quadratic case?

N
[ . 2
Quadratic b’arlr’légleR E_ (yj —(b+ arx; + aga:j)>
e same idea... define
2
L:(a1,as9,b) — g b + a1x; + azzv?))

e look at the objective's derivatives...

oL al
2—=-2) (y;— (b+aiz; +as}))a?
oL al
o =-2) (y;— (b+aiz; + ax)) x;

L al
— = —2 Z (yj — (b +aiz; + azzv?))
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What about the quadratic case?

e We consider the equations that a saddle point must verify:

N
0= (v — (v +ajz; + asaf)) 2]

j=1
N
j=1
N
0= Z (yj — (b* + ajz; + a’éx?))
j=1
_ _ - 1 -~ _
aé Zx?))‘ Za:z Za:? Zijg
ar| = | Doz T dwy D YiT;
o > Yxy N | Yy

e ans = -0.003306463076068 0.347969105896777 -0.705157514974559
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Higher order polynomials

e Intuitively, for polynomial up to degree p we would have to

o Build the corresponding Toeplitz Matrix

o Build the corresponding vector with y and = combined at different exponents
o Solve the linear system

e Surprisingly

Finding the best p'"" order polynomial with least-squares

0

Solving a p dimensional linear system

e Not so surprising after all:

o Least-squares: objective of degree 2 in coefficients
o Minimum < saddle point < system of degree 1..
o Least-squares has been chosen because it yields a linear system...
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The general case: one vs. all rest

e What about using all other variables?

Rent Y =|y1 52 -+ yn]

All other variables X = [x; xo -+ Xy

I
250

100 150 200

e W H\IIIH'I\ \“IM\H \m“ 'I\ IIMI M i

Dist

200
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The general case

e \We assume that we have d regressor variables, 1 response variable.

e Consider again the linear approach. We look for a function f of the form

f(x) = g+ arx1 + asrs + - - - + agxy.

e We want to determine d + 1 weights,

o a constant ay
o 1 <12 < d,a; weights for each variable.

e Least squares:
N
T . 2
(g, a1, 00, ,aq) = (y; — (o + a1 + oo j + -+ - + gxa, ;)
j=1
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e Notice that

L(ag, g, a9, - -

where

and

e \We write o for the d + 1 dimensional vector

Kyoto University - SML

The general case

- 4T 2 - a7

N 1 &%)

ag) =Y |wi— a0+ || x =l :| X-Y>?
1=1 | O | | (d |
11 1]
X — : c RA+IXN

X1 X9 XN

Y =[5 yn] € RY
o
_ad_

28



Linear least squares
e Expanding this expression,

L(a)= (o' XX a—2Y X a+|Y]?)

e Consider the gradient of that function

VL =2XXTa —2XY7"

e Hence this gradient is zero for

of = (XX 1xy?t

e XX71 €8", thatis XX is a positive (semi)definite matrix.

e This works if X XT € R4t! is invertible, that is X X7 ¢ SZJF.

Kyoto University - SML
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Considering again rents vs the rest

e Getting the data again, adding a line of 1’s

Dist

_ I 8
oo RN AT
1 |
100 150 200 250
| ]
| R AR SO R A
(OLESE LAY LECRCERR T A6 Rl

Constant

50 100 150 200 250

>> (XX )\ (XxY")
ans =
0.000141678721821
0.004226687659299
—0.012599982792209
5.611128285287092
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What went wrong?

Scatter plot of Rent vs. Surface
14

12

10

Rent (x 10.000 JPY)

L L L L L L J
10 20 30 40 50 60 70 80
Surface

rent= 0.00014 age + 0.00422 surf -0.0125 dist + 56.110 JPY

Kyoto University - SML
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What happens if we remove outliers? (surf> 40)

Rent (x 10.000 JPY)

Scatter plot of Rent vs. Surface

>> (XX )\ (XxY")
ans =
—0.049332605603095
0.163122792160298
—0.004411580036614
2.731204399433800

1 1 1 1 1 J
25 30 35 40 45 50

age
surface
distance

X
X
X
+

27.300 JPY

Moral of the story: easy to draw wrong conclusions even with simple tools
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What else can go wrong? Next time...

e What happens when d > n? (XX?) is no longer invertible...

o high-dimensional data in genomics,
o images analysis (lots of features)

e What happens when (X X7) is badly conditioned (;mm(é);;)) ~ 0)7?

o if Amin(XXT) =1e — 10, Apax ((XXT)71) = 1e10!!
o Very bad numerical stability of the solution...

e When d > n, we might want to do variable selection,

o i.e.pick a subset d’ of the d variables which is relevant to predict y.

o i.e.favor vectors (3 such that |||l = card §; # 0 is small.
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